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Abstract— Artificial Intelligence has absolutely revolutionized the world in which we live, and with the passing of time it advances 
exponentially. The applications of AI are tremendous like healthcare and medical solutions, disease diagnostics, agriculture, developing 
security infrastructures, Autonomous vehicles, intelligent systems, industrial manufacturing, robotics and so much more. COVID19 is a 
deadly virus that started from china in 2019 and started to spread rapidly and within time spread throughout various countries of world 
and in 2020 the world went to a huge pandemic and many lives were lost due to this deadly virus causing to a major health hazard. 
Moreover, in 2021 many countries experience other new forms of the Covid19 that are faster to spread and more deadly. The spread 
and growth need to me monitored and evaluated to control the spread.  The paper states the proposed methodology to evaluate insights 
of the growth rate or number of cases along with the death rate of COVID19 to getter better visualization to impose lockdown and area 
evacuation for population safety. We have applying popular Machine Learning algorithms for the forecast of COVID19 including Naive 
Bayes, Bayes Net, Decision Tree, Random Forest, Logistic Regression. Moreover, the technique will help to evaluate the trend to get 
better insights for behavior analysis of COVID19. This study would aid policymakers in taking the required steps in advance, such as 
preparing isolation wards, ensuring the supply of drugs and paramedical staff, deciding partial or complete lockdown strategies, 
recruiting volunteers, and developing economic strategies. Out of all techniques, Random Forest algorithm outstands others with the 
highest accuracy of 87.28% with precision and recall of 89% and 85% respectively. 
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 Introduction  
Artificial Intelligence has absolutely revolutionized the world 
in which we live, and with the passing of time it advances 
exponentially. Many AI technologies are being developed, 
providing creative and useful solutions to difficult problems for 
the improvement of humanity. For improved decision making, 
conventional and manual systems are now being converted to 
autonomous systems. The applications of AI are tremendous 
like healthcare and medical solutions, disease diagnostics, 
agriculture, developing security infrastructures, Autonomous 
vehicles, intelligent systems, industrial manufacturing, robotics 
and so much more [1][2]. Such creative applications are 
increasingly relevant in society and are becoming more 
widespread. Popular areas where AI is found to be productive 
and reliable include continuously and rapidly analyzing vast 
volumes of data and information or where it is possible to 
simplify mundane operating activities [3]. Covid-19 is a deadly 
virus that started from china in 2019 and started to spread 
rapidly and within time spread throughout various countries of 
world and in 2020 the world went to a huge pandemic. From 
2019 till Feb 2020 there are 106,555,206 confirmed cases of 
Covid-19 worldwide while the number of deaths reached to 
number of 2,333,446 as reported by WHO [4]. The top 5 
countries having the most number of cases are USA, India, 
Brazil, Russia, United Kingdom, [5]. Figure1 states the 
demographics of top 10 most Covid-19 cases countries 

worldwide and figure 2 depicts the daily cases and deathrate of 
COVID19 from Jan 2020 to Mar 2021 [6].  
COVID-19's biological structure consists of a positive-oriented 
single-stranded form of RNA and the disease is difficult to 
manage because of its mutating function. Medical professionals 
are conducting extensive studies globally to determine an 
appropriate treatment for the disease. [7]. There are several 
forms of coronavirus, and these viruses are commonly seen in 
animals. In humans, bats, pigs, cats, dogs, rodents, and poultry, 
COVID-19 has been found. Pain in the throat, headache, fever, 
runny nose, and cough are symptoms of COVID-19.  
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Figure 1: Covid case statistics of top 10 countries 2021[6] 

The virus can cause individuals with weakened immune 
systems to die [8]. Accurate classifications of the population 
dependent on classified COVID-19 vulnerability will greatly 
benefit from tailored preventive strategies. A new discovery 
that more and more young adults suffer from serious COVID-
19 symptoms contradicts the earlier observation that older 
individuals have a greater risk for COVID-19, suggesting an 
immediate need for a systematic risk assessment based on 
personalized genetic and physiological characteristics [9]. 

 
Figure 2: COVID cases and death rate from Jan 2020 to Mar 2021[6] 
COVID-19 is primarily transferred from person to person by 
direct touch. COVID-19 is transmitted by breath touch, hand 
contact, or mucous contact in healthy persons. Artificial 
intelligence (AI) has been extensively used to speed up 
biomedical research in recent years. People infected with 
COVID-19 will develop pneumonia if the virus spreads to the 
lungs. Several deep learning studies have detected the disease 

using chest X-ray image images. Deep learning approaches 
have been used in a variety of applications, including pattern 
recognition, data classification, and image segmentation [10].  
The deep neural network, which has several layers of linear and 
non-linear operations, is one of the most popular DL models 
(DNN). DNN is a deep neural network (DNN) that extends the 
traditional neural network by adding several hidden layers, 
allowing the model to learn more complex input data 
representations. Recurrent neural networks (RNNs), which can 
map sequential input data to their output, are the deepest 
architectures of DL algorithms. The nodes in each RNN layer 
are bound to one another, unlike typical DNNs. RNNs benefit 
from this self-connection because it helps them remember 
things over time as they are given a series of data [11][12]. 
Convolutional neural networks, on the other hand, are a form of 
DNN influenced by a human visual cortex (CNN). CNN 
employs three types of layers: convolution, pooling, and fully 
linked layers. Convolution and pooling layers are used in the 
lower levels. Convolution layers generate a series of linear 
activations followed by non-linear functions. In practice, the 
convolution layers employ filters to reduce the sophistication of 
the input data. The pooling layers are then used to down sample 
the filtered data. The pooling layers help to reduce the size of 
the activation maps by transferring them into a smaller matrix 
[13][14][15]. To train a model to produce specific 
classifications for data with unknown labels, a dataset of images 
with defined labels is used. The algorithm is trained by feeding 
it known data and modifying model parameters iteratively to 
produce correct labels for taxa that are known to be represented 
in the picture. Protocols for preparing a precise CNN [16]. 
Algorithms are increasingly evolving, and transfer learning, a 
tool for updating and optimizing pre-trained CNNs for new 
applications, has lowered the requirement for training images 
needed, allowing for comparatively low training costs. weak 
deployment of results [17][18]. Although healthcare AI 
conversion is imminent and undeniable, there are a few 
challenges that need to be addressed. The fact that an AI 
algorithm needs to have a proper input a huge amount of 
properly labelled data for proper output is one of the biggest 
challenges, and that is difficult to obtain in the current 
healthcare system [19]. In other words, the fact that AI 
algorithms require more and more computing power requires 
stronger hardware for larger data sets. Another concern that 
needs to be tackled is that due to convergence and overfitting, 
AI models may be unreliable, something that will probably 
have to be solved in the years that follow [20]. And we must 
mention the privacy of information, one of the biggest concerns 
in today's world. AI data sets provide a large volume of patient-
related personal knowledge. Data is money, and a lot of data is 
a lot of money, a fact that we are reminded of every time a data 
breach happens. We cannot expect full AI integration into the 
healthcare system without a solution to that problem [21]. 
The paper outlines a model for evaluating the growth rate or 
number of cases, as well as the mortality rate in COVID19, in 
order to obtain a clearer picture of how to impose lockdown and 
area evacuation for population protection. For the COVID19 
forecast, we used NaiveBayes, BayesNet, DecisionTree, 
RandomForest, and LogisticRegression, among other common 
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Machine Learning algorithms. Furthermore, the approach will 
aid in evaluating the pattern in order to gain deeper information 
for COVID19 behavior analysis.  
The paper is organized into sections, first section is the 
introduction section where we have stated information, facts 
and figures and relevant data for readers. Second section is the 
related work where we have listed state-of-the-art work relevant 
to the proposed methodology. Next is the problem statement 
which states the problem and objective of the methodology. 
Forth section is the proposed methodology which states the data 
and technique used, architecture and software process flow. 
Fifth section is the simulation and results here the caried out 
experiment and simulation with results are mention. Last is the 
conclusion where we have listed our findings and future work. 

 Related Work 
Three different calculations for Contaminated I(t), Deaths D(t), 
and Recovery R(t) have been considered, including the 
currently positive population P(t). The model simulations 
demonstrate the SARS-CoV-2 pandemic simulations for 
assessing the impact of potential policies such as social 
isolation and lockout. The findings of our model, which were 
obtained by combining the SARIIqSq model with data on the 
coronavirus outbreak in India, indicates that social distancing is 
important, central, and efficient. No work on death rate or 
recovery rate has been done only predicts COVID19 outcast on 
limited areas [23]. COVID-19 epidemiological data is used in 
the logistic model to meet the epidemic trend boundary, and 
then feed the cap value into the FbProphet model, a machine-
learning-based time series simulation model that extracts the 
epidemic curve and forecasts the epidemic trend. The 
worldwide epidemic will peak in late October, with an 
estimated 14.12 million cumulatively infected persons, 
according to statistical projections. Piecewise prediction with a 
variant of Logistic model deserves further study. Research is 
limited to only  times series also lack the application on real 
time data [24]. An AI-based approach to screening prospective 
integrative medicine therapies will be incredibly helpful in 
reducing the risk of COVID-19. Integrative medicine and 
artificial intelligence (AI) are two new approaches that could 
aid in the development of novel solutions and assist in the battle 
against this deadly pandemic. There is no evidence of their 
practical application only qualitative reasoning is stated [25]. 
A newly designed algorithm was which was based on a well-
known Trust-region-reflective (TRR) While our proposed 
disease model only uses a few analytical parameters, 
uncertainty analysis will reveal a lot about the quantitative 
interaction between model responses and model input 
mechanisms. Just a few countries were studied, and predictions 
for COVID19 outcasts were made, but no study was performed 
to forecast death rates [26]. Two approaches for calculating the 
number of individuals infected with the current coronavirus 
have been proposed (COVID-19). With figures and confidence 
intervals of 95 percent, the total number of predicted cases and 
deaths worldwide is 12.7x106 and 5.27x105, respectively, as of 
06-06-2020. This study is limited for academic and research 
purposes only, and the predictions for the future are based on 
the assumption that the current restrictive conditions would 
continue [27]. The ARIMA and LSSVM data modeling 

techniques are used in this study to predict one month out of 
sample data points, resulting in an estimate of a rise in possible 
COVID-19 reported events. To render non-stationary data 
stationary, a rational differential transformation is applied. The 
ARIMA model parameters p and q are measured by 
regenerating ACF and PACF stationary data plots obtained via 
the differentiation method. The study data is limited to one 
month of COVID19 cases and only for two countries so the 
model is limited to fewer resources [28].  Adaptive online 
Incremental Learning methodology based on ANN, where 
model parameters are constantly modified to respond 
intelligently to new data sets. We suggest and model a risk-
dependent population compartmentalization (PC) controlled 
natural immunization mechanism in which the population is 
divided into low risk (LR) and high risk (HR) compartments. 
For efficient regression analysis, the ANN employs a non-linear 
activation mechanism. Whose layers are concealed is 
determined by the fNN function. The paper lacks in the 
practical implementation the study is limited to academic and 
research perspective [29].  
The progression of the disease is assessed and predicted using 
updated mathematical analytics using an enhanced ML-based 
model. Predictions using the Robust Weibull method by region, 
as well as the error relationship between the Robust Weibull 
and the Baseline Gaussian Model. It is therefore forecasted 
when the total volume will reach 97 percent of the expected 
anticipated events. The paper lacks in the practical 
implementation the study is limited to academic and research 
perspective [30]. The autonomous evaluation of COVID-19, 
which is focused on deep learning and provides simple and 
precise remedies, has aided in the diagnosis of this condition. 
Emerging methods that combine integrative medicine and 
artificial intelligence (AI) could produce unique solutions and 
help in the battle against COVID19, but there is no evidence of 
their practical application [31]. On this front, we tried a few 
different assembly processes, but none of them resulted in any 
more changes. CT-BERT proved to be extremely successful. 
The results emphasize the relevance of domain and task-related 
pre-training. Although one model outperforms the other two, it 
is also possible that they each have unique strengths that lead to 
better outcomes when combined. Finally but not least, can 
SVM, neural network, and BERT-based models be combined 
to increase resiliency [32]. Transfer learning pre-trained models 
to construct a multi-label classifier that can characterize 
conspiracy theory details. As a new video classification feature, 
we use the percentage of comments on misinformation on each 
video. In addition, we perform a Bayesian analysis to determine 
the function's value. After this, we show that using first ever 
hundred comments as tf-idf features increases the video 
classifier's precision. Misinformation identification on social 
media is still a work in progress, and more analysis is needed to 
explain how the COVID19 misinfodemic spread and deter 
future outbreaks [33].  
In this section various relative techniques for the prediction and 
detection of COVID19 are stated. It has been witnessed that for 
the prediction of the outcast or trends or growth of COVID19 a 
majority of ML based techniques have been used while for the 
detection od COVID19 most Deep learning techniques have 
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been used so we can say this problem comes up with diverse 
solutions and techniques. The proposed work is novel as in 
other techniques 1,2 algorithms are applied and results are 
compared, or the dataset used is limited to for one country or 
fewer or either the dataset is composed of a fewer no of 
instances while the proposed methodology is built to predict the 
deathrate and growth rate using latest timeseries dataset with 
over 22k instances from around the world. Moreover, 5 
classification machine learning approaches have been used for 
the better prediction of COVID19 and results are compared 
which algorithm well suits the problem. And provide more 
accurate results.  

 Proposed Material and Methods 
The methodology will help to gain insights about the growth of 
COVID19 in accordance with the new cases and death rate that 
will help to impose various precautionary measures to apply 
smart lockdown strategies to increase paramedical staff in a 
certain area where there is an expected risk of increasing 
COVID19 cases or for the behavioral analysis of the disease. In 
the proposed methodology the Covid19 prediction is being 
carried out in 2 ways, first we are predicting the global 
confirmed cases second, we are predicting the global death rate 
of Covid19. Figure 2 shows the datasets being used in state-of-
the-art methodologies.  Weka and Jupyter Notebook are used in 
the proposed methodology due to their efficient and outstanding 
results using less time. For this purpose, the “Global time series 
datasets are used”. The dataset is divided into 2 portions the 
global confirmed cases and death rate of Covid19. The total 
number of instances are 22852 while the number of attributes is 
10 that represents country, country code, continent, population, 
indicator, weekly count, date, rate-14-day, cumulative and 
source. 

 
Figure 3: Types of Covid19 Datasets used 

In the proposed methodology various machine learning 
classification techniques are applied that are NaiveBayes, 
BayesNet, DecisionTree, RandomForest, LogisticRegression. 
The dataset consists of 10 attributes from which the ‘indicator’ 
attribute is the class attribute consisting of two classes ‘cases’ 
and ‘deaths’. Figure 4 shows the proposed architecture the first 
layer is the data acquisition layer here in which the data is 
gathered in raw form which needs to be improved and cleansed. 
For data improvement next is the data pre-processing layer 
where some pre-processing techniques are applied like finding 
missing values, normalization, noise removal. The pre-
processing operations plays a very important task in 
improvement of data as the data must be into a uniform format 
for better results of the data. Next comes the main part the 

application layer that comprises of two layers prediction and 
performance evaluation layer.  First step is the training of data 
her implementation of classification techniques, as mentioned 
we have applied 5 different algorithms using Jupyter notebook 
and Weka. For the training phase the pre-processed cleaned 
data is loaded into the model and the training process will begin. 
Once the training process is completed next comes the 
performance evaluation phase which is very important as it 
helps to evaluate the model’s performance.   

 
Figure 4: Proposed System Architecture 

Root mean square mean absolute error and mean absolute error 
percentage are the performance evaluation parameters that are 
used on the bases of these parameters the accuracy of the model 
is determined. On the bases of the final output in accordance 
with the growth prediction of COVID19 the decision can be 
made to lift the imposed remedial actions or there is further 
needed to apply remedial actions. Figure 5 depicts the detail 
insights of the application layer. The application layer consists 
of classification algorithms used for the prediction of COVID19 
on the time series dataset.  For classification 5 algorithms have 
been used are NaiveBayes, BayesNet, DecisionTree, 
RandomForest and LogisticRegression. Here the dataset will be 
fed into each algorithm and the evaluation of performance will 
be carried out using Root mean square mean absolute error and 
mean absolute error percentage. These parameters will help to 
compare the performance of each algorithm at the end to select 
which algorithm suits the problem and presents with most 
accurate results. 

 
Figure 5: Types of Covid19 Datasets used 

Equation 1 states the mathematical equation of Naïve Bayes 
algorithm here A and B are the events where P(A|B) is the 
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probability of A given B is true. P(B|A) is the probability of B 
given A is true. P(A) and P(B) are the independent probabilities 
of event A and B. Where equation 2 shows the classifier where 
y^ is the predicted value.  Equation 3 shows the mathematical 
model of random forest algorithm This method calculates the 
Gini of each branch on a node based on the class and likelihood, 
deciding which branch is more likely to occur. The relative 
frequency of the class you are looking at in the dataset is 
represented by pi, and the number of classes is represented by 
c. Equation 4 shows the entropy of random forest algorithm. 
Entropy is used to decide if the node can branch depending on 
the likelihood of a given result. Because of the logarithmic 
function used to calculate it, it is more mathematically intensive 
than the Gini index. Equation 5 and 6 show how to calculate the 
info(D). In terms of the amount of detail needed to better define 
the tree, this attribute provides us with the splitting attribute. 
Knowledge benefit reduces the amount of data used to assign 
data points into partitions while still reflecting the least amount 
of randomness or "impurity" in these partitions. Info(D) is the 
average amount of data required to determine the class/category 
of a data point in D. Since most information is encoded in bits, 
a log function to base 2 is used. Equation 7 and 8 shows the way 
to calculate gain ratio of input attributes. The knowledge benefit 
metric favors experiments with many results. As a result, it 
chooses attributes of a wide number of properties. Gain ratio is 
a method of addressing this problem. 
𝑃(𝐴|𝐵) = !"𝐵#𝐴$!(&)

!(()
                                                    (1) 

                                   (2) 

                                             (3)                                                                                                                  

                                 (4) 

                            (5) 

                            (6) 
                            (7) 

                                  (8) 
 Simulations and Results 

The total number of instances are 22852 while the number of 
attributes is 10 that represents country, country code, continent, 
population, indicator, weekly count, date, rate-14-day, 
cumulative and source. Once the dataset is loaded into the 
model its resultant scatter plot is shown in fig.6. The scatter plot 
shows the correlation within the attributes of the dataset here 
there two sets of numerical results, one on each axis, to see if 
there is a connection between them. The points will fall into a 
line or curve if the variables are connected. The more the points 
embrace the axis, the better the connection.  

 

 
Figure 6: Scatter plot of proposed dataset 

As mentioned before the proposed methodology consist of 5 
different classification algorithms NaiveBayes, BayesNet, 
DecisionTree, RandomForest, LogisticRegression. For each 
algorithm, the dataset is same as the preprocessing techniques 
used. As mention earlier the ‘indicator’ attribute is the class 
attribute that consists of two classes ‘cases’ and ‘deaths’. When 
applied logistic regression algorithm where from the total 
number of instances the number of correctly classified instances 
are 15888 while the incorrect classified instances are 6964 with 
the accuracy of 69.52% and with 0.71 and 0.64 of precision and 
recall. When applied BayesNet algorithm where from the total 
no of instances the correctly classified instances are 13801 with 
9051 incorrect classified instances, the accuracy was 60.39% 
with precision and recall of 0.73 and 0.64, respectively. When 
applied NaiveBayes algorithm where from the total no of 
instances the correctly classified instances are 15661 with 7191 
incorrect classified instances, the accuracy was 68.53% with 
precision and recall of 0.68 and 0.63, respectively. When 
applied RandomForest algorithm where from the total no of 
instances the correctly classified instances are 19946 with 2906 
incorrect classified instances, the accuracy was 87.28% with 
precision and recall of 0.89 and 0.84, respectively. When 
applied DecisionTree algorithm where from the total no of 
instances the correctly classified instances are 18137 with 4715 
incorrect classified instances, the accuracy was 79.36% with 
precision and recall of 0.80 and 0.78, respectively. The model 
performance of the classification algorithms is presented in the 
figures shown before.  
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Figure 7: Performance evaluation of implemented algorithm 

After implementing all models, the performance needs to be 
compared. Figure 7 shows the comparison of all proposed 
implemented algorithms in accordance with their accuracy 
Where out of all the algorithms the algorithm with the highest 
accuracy was RandomForest. Table 1 shows the comparison of 
the proposed work with other relative methodologies. 

 Conclusion  
Covid-19 is a deadly virus that started from china in 2019 and 
started to spread rapidly and within time spread throughout 
various countries of world and in 2020 the world went to a huge 
pandemic. Many researchers and scientists use AI techniques as 
an effective weapon against Covid19 and come up with 
different strategies for spread and prediction forecasting along 
with detection. The paper outlines a model for evaluating the 
growth rate or number of cases, as well as the mortality rate in 
COVID19, in order to obtain a clearer picture of how to impose 
lockdown and area evacuation for population protection. For 
the COVID19 forecast, we used NaiveBayes, BayesNet, 
DecisionTree, RandomForest, and LogisticRegression, among 
other common Machine Learning algorithms. Furthermore, the 
approach will aid in evaluating the pattern in order to gain 
deeper information for COVID19 behavior analysis.  For each 
algorithm, the dataset is same as the preprocessing techniques 
use. Out of all algorithms applied, RandomForest algorithm 
outstands others with the highest accuracy of 87.28%. The 
methodology will help to gain insights about the growth of 
COVID19 in accordance with the new cases and death rate that 
will help to impose various precautionary measures to apply 
smart lockdown strategies to increase paramedical staff in a 
certain area where there is an expected risk of increasing 
COVID19 cases or for the behavioral analysis of the disease. 
Increasing the accuracy, efficiency and performance is a future 
goal and trying other techniques to enhance the results. 
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