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Abstract- The objective of this paper is to present an innovative method, based on deep machine learning (DRL), to resolve the 

algorithmic trading issue of figuring out the perfect trading place at any time during a trading activity on the stock market. It presents 

a new DRL trading policy to maximize the Sharpe ratio performance indicator over a wide range of stock markets. Named the Trading 

Deep Q-Network algorithm (TDN), the famous DQN algorithm influences this new DRL approach and considerably adapts to the 

particular algorithmic trading issue in front of us. Training of the ensuing machine learning (RL) agent is completely based on the 

development of artificial trajectories from a small set of historical data on the stock market. The paper additionally proposes a new, 

much more rigorous performance assessment method to objectively evaluate the performance of trading methods. Promising results 

for the TDN algorithm are reported adhering to this new approach to performance evaluation. 
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1. Introduction 

Interest in artificial intelligence (AI) has grown 

exponentially over the past couple of years, with new 

research papers published each year. Key to this 

increasing interest are the impressive accomplishments 

of deep learning (DL) techniques based on serious neural 

networks (DNN) mathematical models inspired directly 

by human brain structure. Today, these specific 

techniques are at the top of the line in many applications, 

including speech recognition, natural language or image 

classification processing. Learning by deep machine 

(DRL) has recently received significant interest in 

another field of research closely related to DL. This 

particular group of techniques is focused on an intelligent 

agent's learning process (i) interacting sequentially with 

an unknown environment (ii) aiming to maximize its 

snowball rewards, and (iii) using DL strategies to 

generalize the information gathered from the interaction 

with environment. Recent accomplishments of DRL 

methods highlight their power to resolve complex 

sequential decision problems. 

 

Financial technology industry is now referred to as 

FinTech, an emerging industry that has been growing 

rapidly. The goal of FinTech is very simple: To make the 

most of the technology to innovate and enhance finance 

activities. The FinTech industry is likely to revolutionize 

the way many decision-making issues associated with 

the financial sector are dealt with in the coming years, 

including trading, portfolio management, risk 

management, investment, fraud detection and financial 

advising. Solving such complex decision-making 

problems is extremely difficult, because they are 

generally sequential and stochastic, with an environment 

that is partly observable and potentially adversarial. The 

challenge of algorithmic trading is particularly 

interesting in the fin-tech industry. Algorithmic trading, 

also known as quantitative trading, is the technique to 

trade with computers and mathematical rules. 

 

The main objective of this research paper is to answer the 

following question: How can we design an algorithmic 

trading policy based on AI methods, which can compete 

with the well known algorithmic trading strategies 

commonly used in practice? This article presents and 

analyzes a new DRL solution to address the algorithmic 

trading issue of determining the perfect trading position 

(long or short) at any time during a trading activity on the 

stock market. The algorithmic solution provided in this 

research paper is influenced by the well known Deep Q-

Network (DQN) algorithm adapted to the specific 

sequential decision-making issue at hand. The relevant 

research question becomes even more relevant because 

the trading environment offers different characteristics 

from those effectively solved by DRL methods, mainly 

due to extremely poor observability and significant 

stochasticity. 

 

This research paper is organized in the following way. 

To begin with, in Section 2, a brief survey of the 

scientific literature surrounding the algorithmic trading 

area and its main AI contributions is presented. Section 

3 then introduces the specific algorithmic trading issue 

considered, and rigorously formalizes it. This particular 

section additionally links with the machine learning (RL) 

approach. Section 4 then focuses on the full design of 

TDN's trading approach based on DRL concepts. Section 

5 provides a new method to objectively evaluate the 

performance of trading techniques. The section 6 deals 

with the presentation, as well as discussion of the 

outcomes achieved by the TDN trading approach. 

Section 7 talks about intriguing leads in future work and 

draws significant conclusions to conclude this research 

paper. 
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2. Literature Review 

To start this short literature review, 2 facts should be 

emphasized. For starters, it's essential to be mindful that 

lots of sound medical works in algorithmic trading aren't 

publicly accessible. As defined in Li (2017), personal 

FinTech firms are unlikely to build their newest 

investigation results public. Secondly, it must be 

acknowledged that creating a good comparison between 

trading techniques is a difficult task, due to the absence 

of the same, well established framework to effectively 

evaluate their performance. Instead, the authors usually 

define their own framework with the evident bias of 

theirs. Another serious problem is the trading costs, 

which are variously defined and even omitted. 

 

To begin with, almost all the works in algorithmic 

trading are methods created by mathematicians, traders 

and economists that don't exploit AI. Typical examples 

of classical trading techniques are definitely the trend 

observing and mean reversion methods, which are 

discussed in detail in Chan (2009), Chan (2013 Narang 

and) (2009). Next, most works using machine learning 

(ML) methods in the algorithmic trading field focus on 

forecasting. If the financial industry evolution is thought 

ahead of time thanks to a fair degree of self-confidence, 

the perfect trading decisions can effortlessly be 

computed. Following the approach, DL methods have 

actually been examined with good results, see e.g. 

Ar´evalo et al. (2016) introducing a trading approach 

based on a DNN, and specifically Bao et al. (2017) using 

wavelet transforms, stacked auto encoders and also 

extended short-term memory (LSTM). Alternatively, a 

few writers have investigated RL strategies to resolve 

this particular algorithmic trading condition. For 

example, Saffell and Moody (2001) created a recurrent 

RL algorithm for finding new investment policies 

without the want to construct forecasting Leemans, 

Dempster, and models (2006) used adaptive RL to 

exchange international exchange marketplaces. Much 

more recently, several works investigated DRL methods 

in a scientifically sound method to fix this specific 

algorithmic trading problem. For example, one will 

primarily point out that unveiled the fuzzy recurrent deep 

neural network structure to attain a technical indicator 

free trading system using fuzzy learning to lessen time 

series uncertainty. One can also mention Carapu¸co et al. 

(2018), which analyzed the use of the full Q learning 

algorithm for trading in international exchange 

marketplaces. Lastly, there are several interesting works 

checking out the use of DRL strategies to algorithmic 

trading in certain markets, like in the area of electricity, 

see e.g. the content Boukas et al. (2020). 

 

To end with this brief literature review, a sensitive issue 

in the medical literature will be the habit to prioritize the 

interaction of good or maybe results, occasionally in the 

price of a good logical approach with unbiased criticism. 

Going a lot more, Ioannidis (2005) actually says most 

published research findings in a few vulnerable fields are 

likely false. Such problem seems even more pertinent in 

the field of monetary sciences, particularly once the topic 

directly relates to trading activities. Certainly, Bailey et 

al. (2014) claim that many medical publications in 

finance lack a good medical approach, rather getting 

closer to financial charlatanism and pseudo-mathematics 

than strenuous sciences. Aware of these concerning 

tendencies, the existing investigation paper intends to 

provide an impartial systematic analysis of the novel 

DRL algorithm proposed. 

 
3. Algorithmic Trading Problem Formalization 

In this particular area, the sequential decision making 

algorithmic trading problem studied in this research 

paper is offered in detail. Additionally, a rigorous 

formalization of this specific issue is performed. 

Additionally, the website link with the RL formalism is 

highlighted. 

 
3.1. Algorithmic Trading 

Algorithmic trading, also known as quantitative trading, 

is a subfield of financing that could be considered the 

technique of instantly making trading choices based on a 

pair of mathematical rules computed by a machine. This 

generally recognized definition is used to this research 

paper, though other definitions can be found in the 

literature. Certainly, a few authors differentiate the 

trading decisions (quantitative trading) from the 

particular trading execution (algorithmic trading). For 

the benefit of generality, quantitative trading and 

algorithmic trading are believed to be synonyms in this 

particular research paper, defining the whole automated 

trading process. Algorithmic trading has shown to be 

useful to markets, the primary advantage being the 

substantial enhancement in liquidity, as reviewed in 

Hendershott et al. (2011). For even more info relating to 

this particular area, please mention Treleaven et al. 

(2013) Nuti and et al. (2011). 

 
You will find numerous markets suitable for algorithmic 

trading methods. Shares and stocks may be traded in the 

stock markets, FOREX trading is about international 

currencies, or maybe a trader might purchase commodity 

futures, to just cite a couple. The latest rise of 

cryptocurrencies, such as Bitcoin, also provides 

fascinating choices. Preferably, the DRL algorithms 

created in this particular research paper must be 

appropriate to several markets. Nevertheless, the main 

objective will be set on stock markets for the time being, 

with an extension to some other markets designed down 

the road. 

 

In reality, a trading activity could be considered the 

control of a portfolio, which is a pair of assets, including 

several stocks, currencies, commodities, bonds, and 

more. In the range of the research paper, the profile 

considered comprises a single stock combined with the 

agent cash. The portfolio value vt will be the trading 

agent cash value vc as well as the share value vs, which 

constantly evolves over time t. Selling and buying 
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operations are simply money and share exchanges. The 

trading agent interacts with the stock market with an 

order book, which contains the whole range of 

purchasing orders (selling orders and bids) (asks). An 

order signifies the determination of a sector participant 

to exchange, and it is made up of a cost p, a quantity q, 

along with a side s (bid or even ask). For a trade to take 

place, a fight between bid and get orders is needed, an 

event which could just come about whether price (bid) 

&gt; price (ask) gets the maximum (minimum) cost of 

any bid (ask) order. Next, a trading agent faces a hard job 

to produce profit: what, how, when, at which quantity 

and which price to trade. This is the algorithmic trading 

complicated sequential decision making issue studied in 

this particular scientific research paper. 

 

3.2. Timeline Discretization 

Since trading choices could be given at any moment, the 

trading activity is a consistent procedure. To learn the 

algorithmic trading issue discussed in this particular 

research paper, a discretization functioning of the steady 

schedule is performed. The trading timeline is discretized 

into a top amount of discrete trading time steps t of 

frequent duration ∆t. In this particular research paper, for 

clarity, the increment (decrement) operations t one (t 

one) are used to model the discrete switch from time step 

t to time step t ∆t (t' ∆t). 

 

The duration ∆t is strongly connected to the trading 

frequency highly targeted by the trading agent (very high 

trading frequency, monthly, daily, intraday, etc.). Such 

discretization operation predictably imposes a constraint 

on this particular trading frequency. Certainly, as the 

duration ∆t between 2 time steps can't be picked as little 

as possible because of technical constraints, the optimum 

trading frequency achievable, the same as 1/∆t, is 

restricted. In the range of the research paper, this 

particular constraint is greeted when the trading 

frequency targeted is regular, meaning the trading agent 

makes a brand new choice once each day. 

 
3.3. Trading Strategy 

The algorithmic trading strategy is rule-based, which 

means the trading choices are produced based on a set of 

rules: a trading strategy. In complex terminology, a 

trading method could be considered a programmed 

policy either stochastic or deterministic, and that outputs 

a trading action based on the info available on the trading 

agent at time step t. Furthermore, a vital characteristic of 

a trading strategy is the sequential aspect of its. An agent 

performing its trading strategy sequentially is true the 

following steps: 

1. Update of the accessible market info it. 

2. Execution of the policy i) getting action at. 

3. Application of the designated trading action a. 

4. Next time step t' t one, loop to step one. 

 

In the next subsection, the algorithmic trading sequential 

decision making issue, which shares parallels with other 

issues effectively tackled by the RL group, is casted as 

an RL issue. 

 
3.4. Machine Mastering Problem Formalization 

Machine learning is worried about the sequential 

interaction of an agent with its environment. Within 

every time step t, the RL agent first observes the RL 

environment of inner state st, and also retrieves an 

observation ot. After that, it executes the action at 

resulting from its RL policy h), where ht is definitely the 

RL agent history, and also gets a reward rt due to its 

action. In this RL context, the agent history could be 

conveyed as ht = (oτ, aτ, rτ). 

 

Machine learning methods are worried about the style of 

policies π maximizing an optimality criterion, which 

right is determined by the immediate rewards rt found 

over a particular time horizon. The most favored 

optimality criterion is the expected affordable amount of 

incentives over an infinite time horizon. Mathematically, 

the maximum policy π∗ is expressed when the following: 

 
The parameter γ is the discount factor (γ [zero, 1]). It 

determines the benefits of future incentives. For 

example, if γ = zero, the RL agent is believed to be 

myopic, as it just considers today's incentive and 

completely discards the future rewards. If the discount 

factor improves, the RL agent is likely to be much more 

long-term oriented. In the intense situation wherein γ = 

one, the RL agent considers each reward equally. This 

particular key parameter must be tuned based on the 

preferred behavior. 

 
3.4.1. RL Observations 

In the range of the algorithmic trading issue, the RL 

planet is the whole complex trading world gravitating 

around the RL agent. In reality, this particular trading 

atmosphere could be considered an abstraction, like the 

trading mechanisms combined with each piece of info, 

able to have an impact on the trading activity of the 

representative. A significant struggle of the algorithmic 

trading issue is the poor observability of this particular 

ecosystem. Certainly, a considerable amount of info is 

just hidden towards the trading agent, which ranges from 

certain companies' information that is confidential to the 

various other industry participants' strategies. In reality, 

the info available on the RL agent is very limited 

compared to the intricacy of the ecosystem. Additionally, 

this info can take different forms, both qualitative and 

quantitative. Properly processing such info and re-
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expressing it using related quantitative figures, while 

minimizing the subjective bias is capital. Lastly, you will 

find important time correlation complexities to cope 

with. Thus, the info retrieved by the RL agent at every 

time action must be viewed sequentially as many info 

instead of separately. 

 

In this particular research paper, the RL agent 

observations are usually mathematically conveyed when 

the following: 

 

ot = S(t′), D(t′), T(t′), I(t′), M(t′), N(t′), E(t′)t′=t'τ 

 

where: 

 

S(t) belongs to the state info of the RL agent at precious 

time step t (current trading place, quantity of shares 

owned by the representative, accessible cash). 

D(t) could be the info gathered by the representative at a 

precious time step t concerning the OHLCV (Open-

High-Low-CloseVolume) data characterizing the stock 

market. 

I(t) will be the agent info concerning several specialized 

indications about the stock market targeted at precious 

time step t. But there are numerous specialized indicators 

that give additional insights about different monetary 

phenomena, like moving average convergence 

divergence (MACD), relative strength index (RSI) or 

perhaps average directional index (ADX), to just cite a 

couple. 

 
4. Deep Machine Learning Algorithm Design 

In this particular area, a novel DRL algorithm is created 

to resolve the algorithmic trading issue earlier 

introduced. The resulting trading strategy, denominated 

the Trading Deep Q Network algorithm (TDN), is 

influenced by the excellent DQN algorithm provided in 

Mnih et al. (2013), and it is appreciably adapted to the 

particular decision-making issue at hand. To concern the 

instruction of the RL agent, artificial trajectories are 

produced from a small range of stock market historic 

information. 

 
4.1. Deep Q Network Algorithm 

The Deep Q Network algorithm, usually called DQN, is 

a DRL algorithm capable of effectively mastering 

control policies from high dimensional sensory inputs. 

It's the successor of the famous Q learning algorithm 

introduced in Dayan and Watkins (1992). This DRL 

algorithm is believed to be model free, which means an 

extensive model of the planet isn't needed and that 

trajectories are enough. In addition to the Q learning 

family of algorithms, it depends on the approximation of 

the state action value feature, represented by a DNN. In 

context that is such, studying the Q function requires 

mastering the parameters θ of this DNN. Finally, the 

DQN algorithm is believed to be off policy because it 

exploits in batch mode earlier experiences et = (st, rt, at, 

st one) collected at any time during instruction. 

 

For the benefit of brevity, the DQN algorithm isn't 

thoroughly provided in this paper. Aside from the first 

publications (Mnih et al. (2013), Mnih and) et al. (2015)), 

there is excellent medical literature around this particular 

algorithm, see for example van Hasselt et al. (2015), 

Wang et al. (2015), Schaul et al (2016), Bellemare et al. 

(2017), Fortunato et al. (2018), Hessel and) et al. (2017). 

Concerning DL strategies, exciting information is LeCun 

et al. (2015), Goodfellow et al. (2015), Goodfellow and 

et al. (2016). For even more info about RL, the person 

can relate to the next books and also surveys: Barto and 

Sutton (2018), Szepesvari (2010), Busoniu et al. (2010), 

Arulkumaran et al. (2017 Shao and) et al. (2019). 

 
 
4.2. Artificial Trajectories Generation 

In the range of the algorithmic trading issue, a total 

model of the planet E isn't available. The teaching of the 

TDN algorithm depends entirely on the development of 

artificial trajectories from a small range of stock market 

historic day OHLCV data. A trajectory τ is described as 

a sequence of observations ot ∈ O, behavior at ∈ A, and 

rewards rt from an RL agent for a particular amount of 

trading time steps t: 

 

At first, though the planet E is undiscovered, one 

particular disposes of an individual genuine trajectory, 

corresponding to the historic behavior of the stock 

market, i.e. the specific situation of the RL agent 

becoming sedentary. This particular initial trajectory is 

made up of the historic volumes and prices combined 

with long actions performed by the RL agent without any 

cash at the disposal of its, to symbolize the point that no 

shares are actually traded. Because of this algorithmic 

trading issue, brand new fictive trajectories are next 

artificially produced because of this special real 

trajectory to simulate interactions with the planet the 

brand new actions just regard unaffected as E. The 

historic stock market behavior done by the trading agent. 

 

During every trading time step t, the chosen activity at is 

performed on the trading environment E, as well as the 

contrary action at is executed on a copy of the setting E'. 

Even though this technique doesn't completely resolve 

the difficult exploration/exploitation trade off, it helps 

the RL agent continually examine at a little additional 

computational cost. 

 
4.3. Varied Alterations and Improvements 

The DQN algorithm was selected as a kick off point for 

the novel DRL trading strategy created, but was 

appreciably adapted to the particular algorithmic trading 

decision-making issue at hand. The several 

modifications & improvements, which are generally 

based upon the many simulations done, are summarized 

hereafter: 
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• Deep neural network architecture: The first variation of 

the classical DQN algorithm will be the structure of the 

DNN approximating the action value function Q(s, a). 

Because of the various dynamics of the input (time series 

rather than raw images), the convolutional neural 

network (CNN) is supplanted by a classical feed-forward 

DNN with a few leaking rectified linear unit (Leaky 

ReLU) activation functions. 

 

• Double DQN: The DQN algorithm suffers from 

considerable overestimations, this particular 

overoptimism damaging the algorithm performance. To 

lower the effect of the undesired phenomenon, the 

content van Hasselt et al. (2015) provides the double 

DQN algorithm, which depends on the decomposition of 

the target max operation into both action choice and also 

action evaluation. 

 
 5. Performance Assessment 

A precise performance evaluation approach is capital in 

an effort to create significant outcomes. As previously 

hinted, this particular treatment is even more crucial, 

because there is a genuine absence of a good 

performance assessment methodology in the algorithmic 

trading field. In this particular area, a novel, much more 
reliable methodology is provided to fairly look at the 

functionality of algorithmic trading methods, including 

the TDN algorithm. 

 
5.1. Test Bench 

In the literature, the functionality of a trading strategy is 

often assessed on an individual instrument (stock market 

or maybe others) for a particular time. Nevertheless, the 

analysis resulting from such a fundamental strategy 

shouldn't be trusted, as the trading information might 

have been selected so that a trading strategy appears 

lucrative, though it's not the situation on the whole. To 

avoid such bias, the performance should be evaluated on 

multiple instruments presenting several patterns. 

 

About the trading horizon, the 8 years preceding the 

publication year of the study paper are selected to be 

symbolic of the present market conditions. Such a short 

time period might be criticized, since it might be very 

limited to be symbolic of the whole set of fiscal 

phenomena. For example, the financial problem of 2008 

is rejected, although it might be fascinating to look at the 

robustness of trading techniques with regard to such an 

exceptional event. Nevertheless, the simple fact drove 

this particular option that a smaller trading horizon is 

much less likely to have substantial market regime shifts, 

which could significantly damage the training balance of 

the trading methods. Lastly, the trading horizon of 8 

years is divided into each knowledge and also test sets as 

follows: 

• Training set: 01/01/2015' 31/12/2020. 

• Test set: 01/01/2021' 31/12/2021. 

 

A validation set is considered a subset of the instruction 

set for the tuning of the many TDN algorithm 

parameters. Remember that the RL policy DNN 

parameters θ are repaired throughout the trading program 

on the whole test set, which means the brand new 

experiences acquired aren't appreciated for added 

instruction. Nevertheless, such practice constitutes a 

fascinating potential research direction. To stop this 

subsection, it must be mentioned that the proposed test 

bench may be enhanced because of a lot more 

diversification. The apparent addition will include many 

more stocks with various financial circumstances and 

properties. Another intriguing inclusion will be 

considering various training/testing time periods, while 

excluding substantial market program shifts. 

Nevertheless, this last plan was dumped in this 

systematic post because of the crucial time currently 

forced to create results for the proposed test bench. 

 

5.2. Benchmark Trading Strategies 

To correctly evaluate the pros and cons of the TDN 

algorithm, various benchmark algorithmic trading 

strategies have been selected for comparison purposes. 

Just the classical trading strategies commonly used in 

training were considered, excluding for example 

strategies based on DL methods and any other complex 

techniques. Despite the point that the TDN algorithm is 

an energetic trading strategy, both active and passive 

strategies are looked at. For the benefit of fairness, the 

techniques reveal exactly the same output and input 

spaces provided in Section 3.4.2 (A). and O The next list 

summarizes the benchmark techniques selected: 

• Buy and hold (B&H). 

• Sell and hold (S&H). 

• Trend following with moving averages (TF). 

• Mean reversion with going averages (MR). 

 

For the benefit of brevity, a comprehensive description 

of each approach isn't provided in this research paper. 

The person can relate to Chan (2009), Chan (2013 

Narang or) (2009) for more info. The very first 2 

benchmark trading strategies (S&H and B&H) are 

believed to be passive, as there are no changes in trading 

place over the trading horizon. On the other hand, the 

additional 2 benchmark strategies (MR and TF) are 

established trading methods, issuing several variations in 

trading positions over the trading horizon. On the one 

hand, a trend following strategy is worried about the 

follow-up and identification of substantial market trends. 

On the other hand, a hostile reversion strategy, depends 

on the inclination of any stock market to return to the 

previous average price, in the absence of distinct trends. 

By design, a trend following strategy typically would 

make an income every time a hostile reversion tactic 

doesn't, the complete opposite being true too. This's 

mainly because these 2 families of trading techniques 

adopt reverse positions: a mean reversion strategy 

usually denies and also moves contrary to the trends, 

while a trend following strategy follows the movements. 
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5.3. Quantitative Performance Assessment 

Quantitative performance assessment consists of 

defining one or more performance indicators, or even 

more, to quantify the performance of an algorithmic 

trading technique numerically. The reason a trading 

technique is so successful is that it must be profitable. 

Therefore, the strategy must pay off at some point. Such 

reasoning, however, does not take into account the risk 

related to trading activity that ought to be mitigated 

efficiently. In general, traders prefer trading strategies 

that result in a small but steady profit than long-term 

strategies. 

 
6. Results and Discussion 

The TDN trading technique is examined in this section 

according to the previously described performance 

assessment methodology. First of all, a thorough analysis 

is carried out for both a case that gives excellent results, 

along with a case that the results were mitigated. This 

exposes the strengths and weaknesses of the TDN 

algorithm. Then again, the performance of the DRL 

trading method on the entire test bench is summarized 

and analyzed. Some additional discussions are provided 

regarding the discount factor parameter, trading costs 

effect, and the primary problems faced by the TDN 

algorithm.  

 
6.1. Excellent Results Google Stock  

The first comprehensive analysis relates to the execution 

of the TDN trading method on the Google stock, leading 

to promising outcomes. The TDN algorithm, like many 

DRL algorithms, is subjected to a non-negligible 

variance. Trading strategies of various performance 

could be the result of multiple training experiments with 

the same initial conditions. Therefore, both a typical 

execution of the TDN algorithm and its anticipated 

performance are discussed later. 

 
Figure 1: Google stock expected result by using TDN 

 

Typical run: Firstly, the performance achieved by each 

trading strategy, the initial amount of money being 

$100,000. The TDN algorithm achieves good results 

from both an earnings and a risk mitigation perspective, 

clearly outperforming all benchmark active and passive 

trading strategies. Secondly, Figure 3 plots both the stock 

market price pt and RL agent portfolio value vt 

evolutions, together with the actions outputted by the 

TDN algorithm. It can be observed that the DRL trading 

strategy accurately detects and benefits from major 

trends, while being more hesitant during market 

behavioral shifts when volatility increases. It can also be 

seen that the trading agent generally lags slightly behind 

market trends, meaning the TDN algorithm learned to be 

more reactive than proactive for this particular stock. 

This behavior is expected with such a limited observation 

space not including the reasons for future market 

directions (new product announcement, financial report, 

macroeconomics, etc.). However, this does not mean that 

the policies learned are purely reactive. Indeed, it was 

observed that the RL agent may decide to adapt its 

trading position before a trend inversion by noticing an 

increase in volatility, anticipating and being proactive. 

 

Expected performance: To estimate the expected 

performance and variance of the TDN algorithm, the 

same RL trading agent is trained multiple times. The 

averaged (over 50 iterations) performance of the TDN 

algorithm for both training and test sets, compared to the 

number of training episodes. This expected performance 

is comparable to the performance achieved during the 

typical run of the algorithm. It can also be noticed that 

the overriding tendency of the RL agent seems properly 

handled for this specific market. Please note that the test 

set performance temporarily superior to the training set 

performance is not a mistake. It simply indicates an 

easier to trade and more profitable market for the test set 

trading period for the Google stock. This example 

perfectly illustrates a major difficulty of the algorithmic 

trading problem: the training and test sets do not share 

the same distributions. Indeed, the distribution of daily 

returns is continuously changing, which complicates 

both the training of the DRL trading strategy and its 

performance evaluation. 

 
6.2. Mitigated Results Microsoft Stock 

The same detailed analysis is performed on the Microsoft 

stock, which presents very different characteristics 

compared to the Google stock, such as pronounced 

volatility. Contrary to the promising performance 

achieved on the previous stock, this case was specifically 

selected to highlight the limitations of the TDN 

algorithm. 

  

Regular run: Firstly, \ the performance achieved by each 

trading strategy, the original sum of money being the 

same as 1dolar1 100,000. The TDN algorithm achieves 

results that are good from both an earnings and a threat 

mitigation perspective, clearly outperforming all 

benchmark active and also passive trading methods. 

Next, the stock market price pt and RL agent portfolio 

value vt evolutions, combined with the activities 

outputted by the TDN algorithm. It may be found that the 

DRL trading strategy can effectively detect and benefit 

from major trends, while being much more uncertain 

during market behavioral shifts if volatility increases. It 

can additionally be observed that the trading agent 
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typically lags somewhat behind market trends, indicating 

that the TDN algorithm was reactive than assertive for 

this specific stock. This particular behavior is anticipated 

with such a restricted observation space, not like the 

causes for the upcoming industry directions (new 

product announcement, macroeconomics, financial 

report, etc.). Nevertheless, that doesn't mean the policies 

mastered are purely reactive. Certainly, it was noticed 

that the RL agent might want to adjust the trading 

position of its prior to a trend inversion by seeing 

increased volatility, thus anticipating and being practical. 

 
Expected effectiveness: To calculate the anticipated 

performance along with the variance of the TDN 

algorithm, exactly the same RL trading agent is qualified 

many times. Figure three plots the averaged (more than 

fifty iterations) performance of the TDN algorithm for 

both knowledge and test sets regarding the variety of 

instruction episodes. This particular anticipated 

performance is much like the functionality achieved in 

the regular run of the algorithm. It can additionally be 

realized that the overriding tendency of the RL agent 

appears appropriately managed because of this particular 

store. Please remember that the test set performance 

being temporarily better on the instruction set isn't a huge 
mistake. It just suggests a simpler to trade and much 

more lucrative market for the test set trading period for 

the Google stock. This particular example completely 

illustrates a significant challenge of the algorithmic 

trading problem: the knowledge and test sets don't 

discuss exactly the same distributions. Certainly, the 

division of the day returns is constantly changing, which 

complicates both the instruction of the DRL trading 

approach and its performance evaluation. 

 
6.2. Mitigated Results Microsoft Stock 

The exact same comprehensive examination is carried 

out on the Microsoft stock, which provides different 

characteristics compared with the Google stock, like a 

pronounced volatility. In comparison to the promising 

performance achieved on the prior stock, this particular 

situation was particularly selected to spotlight the limits 

of the TDN algorithm. 

Regular run: Just like the prior analysis, the performance 

attained by each trading technique considered, the 

original sum of money being the same as 1dolar1 

100,000. The mitigated outcomes attained by the 

benchmark energetic strategies claim the Microsoft stock 

is hard to trade, partly due to its significant volatility. 

Though the TDN algorithm achieves an optimistic 

Sharpe ratio, very little profit is produced. Furthermore, 

the chance level associated with this particular trading 

activity can't be considered acceptable. For example, the 

optimum drawdown duration is especially big, which 

could lead to a tense circumstance for the operator 

responsible for any trading strategy. The stock market 

price pt and RL agent portfolio value vt evolutions 

combined with the activities outputted by the TDN 

algorithm, confirms the observation. Furthermore, it 

could be certainly seen that the pronounced volatility of 

the Microsoft stock induces a greater trading frequency 

(changes in trading positions, which match the 

circumstances regardless of the non negligible trading 

costs, which increases the riskiness of the DRL trading 

strategy. 

 

 Expected performance: the anticipated performance of 

the TDN algorithm for both knowledge and test sets, as 

a characteristic of the variety of instruction episodes 

(more than fifty iterations). It can easily be exclusively 

observed that this anticipated performance is drastically 

better than the functionality achieved by the standard 

earlier analyzed, which may therefore be considered not 

necessarily symbolic of the common behavior. This 

highlights a major limitation of the TDN algorithm: the 

sizable variance, which could lead to selecting poorly 

performing policies compared with the anticipated 

performance. The significantly higher performance 

attained on the training set additionally implies that the 

DRL algorithm is governed by overfitting in this 

particular case, despite the several regularization 

methods implemented. The observation area could partly 

clarify this particular overfitting phenomenon that is way 

too small to effectively apprehend the Microsoft stock. 

Although this overfitting phenomenon doesn't appear to 

be harmful in this particular case, it could lead to poor 

performance for many other stocks. 

 
6.3. Global Results Testbench 

As previously suggested in this particular research paper, 

the TDN algorithm is examined on the test bench created 

in Section 5.1, to bring trustful and robust more 

conclusions. The expected Sharpe ratio achieved by both 

TDN plus benchmark trading techniques on the whole 

range of stocks contained in this specific test bench. 

 

About the functionality achieved by the benchmark 

trading methods, it's essential to distinguish the passive 

strategies (S&H and B&H) from the established people 

(MR). and TF Indeed, this next family of trading 

techniques has much more capability in the price of an 

additional non negligible risk: continuous speculation. 

As the stock markets were generally bullish (price pt 

generally increasing over time) with a few instabilities 

during the test set trading period, it's not shocking to find 

out that the buy and hold strategy outperformed another 

benchmark trading method. In reality, neither the trend 

observing nor the hostile reversion strategy managed to 

produce rewarding outcomes typically on this particular 

test bench. It clearly suggests there's a significant 

difficulty to definitely trade in that market conditions. 

The simple fact can additionally clarify this particular 

poorer performance that such strategies are usually well 

suited to exploit particular fiscal patterns, though they 

lack versatility and therefore typically fail to attain 

excellent typical performance on a large set of stocks 

presenting several characteristics. Additionally, such 

strategies are commonly somewhat more influenced by 

the trading costs due to their better trading frequency (for 

fairly light moving average durations, as it's the situation 
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in this particular research paper). 

 

About the revolutionary trading strategy, the TDN 

algorithm achieves results promising on the test bench, 

surpassing the benchmark busy trading techniques on 

average. Nevertheless, the DRL trading strategy just 

slightly surpasses the buy and also hold technique on 

these specific bullish markets, which are extremely 

favorable to this straightforward passive strategy. 

Surprisingly, it must be mentioned that the functionality 

of the TDN algorithm is the same or perhaps extremely 

near the performance of the passive trading strategies 

(S&H and B&H) for several stocks. This's clarified by 

the simple fact that the DRL strategy effectively learns 

to tend to a passive trading strategy whenever the anxiety 

related to energetic trading increases. It must also be 

stressed that the TDN algorithm is neither a trend 

following nor a mean reversion trading program, as both 

economic patterns could be well managed in practice. 

Therefore, the primary benefit of the DRL trading 

strategy is unquestionably the versatility of its and the 

ability of its to effectively handle various markets, 

presenting several characteristics. 

 
6.4. Discount Factor Discussion 

As previously defined in Section 3.4, the discount factor 

γ is worried about the benefits of future incentives. In the 

range of the algorithmic trading issue, the appropriate 

tuning of this particular parameter isn't trivial due to the 

substantial uncertainty of the long term. On the one hand, 

the sought-after trading policy must be extended oriented 

(γ1), to stay away from an absurdly high trading 

frequency and also being subjected to significant trading 

costs. On the other hand, it will be unwise to put far too 

much value in a stock market future, and that is 

especially uncertain (γ0). Thus, a trade off intuitively is 

present for the discount factor parameter. 

 

The multiple tests validate this particular reason carried 

out to tune the parameter γ. Certainly, it was noticed that 

there's an optimum worth for the discount factor, and that 

is neither too little nor insanely big. Also, these 

experiments highlighted the secret link between the 

discount factor and the trading frequency, due to the 

trading costs. From the perspective of the RL agent, these 

costs represent an obstacle to get over for an alteration of 

trading place, due to the quick reduced (and usually 

negative) reward received. It models the point that the 

trading agent should be completely confident about the 

future to conquer the additional risk regarding the trading 

costs. The discount factor determining the value given to 

the long term, a tiny value for the parameter γ, will 

undoubtedly decrease the inclination of the RL agent to 

modify its trading position, which reduces the trading 

frequency of the TDN algorithm. 

 

6.5. Trading Costs Discussion 

The evaluation of the trading costs impact holding a 

trading strategy behavior and efficiency is capital, as 

such costs symbolize an additional threat to mitigate. A 

significant inspiration for learning DRL solutions rather 

compared to clean prediction methods, which might be 

also based on DL architectures, is connected to the 

trading costs. As previously defined in Section three, the 

RL formalism allows the consideration of these extra 

costs directly to the decision-making process. The 

perfect policy is discovered based on the trading costs 

value. On the other hand, a purely predictive strategy 

would only output predictions about the upcoming 

market direction or maybe prices, with no indications 

about a suitable trading strategy considering the trading 

costs. Even though this last approach offers much more 

flexibility and could definitely lead to well performing 

trading strategies, it's less effective by design. 

 

To illustrate the ability of the TDN algorithm to 

efficiently and automatically adjust to various trading 

costs, the behavior of the DRL trading program for 3 

diverse costs values, any other details remaining 

unchanged. It can obviously be found that the TDN 

algorithm effectively minimizes its trading frequency 

whenever the trading fees increase, as expected. When 

these expenses start to be too much, the DRL algorithm 

just prevents definitely trading and also uses a passive 

approach (buy plus sell or hold and also maintain 

strategies). 

 

6.6. Core Challenges 

Today, the primary DRL solutions effectively put on to 

real life problems concern certain spaces with certain 

properties, like video games (see e.g. the popular 

AlphaGo algorithm created by Google Deepmind Silver 

et al. (2016)). In this particular research paper, a 

completely different atmosphere characterized by a 

considerable complexity and significant uncertainty is 

analyzed with the algorithmic trading condition. Clearly, 

several challenges have been faced throughout the study 

within the TDN algorithm, the main ones being 

summarized hereafter. 

 

For starters, the incredibly terrible observability of the 

trading atmosphere is a characteristic that substantially 

limits the functionality of the TDN algorithm. Certainly, 

the quantity of info in the fingertips of the RL agent is 

actually inadequate to effectively describe the financial 

phenomena happening during training, which is essential 

to effectively find out to trade. Next, though the 

distribution of the day returns is constantly changing, 

yesteryear is necessary to be symbolic of the potential 

future for the TDN algorithm to achieve good results. 

This will make the DRL trading strategy especially 

vulnerable to considerable market regime shifts. Thirdly, 

the TDN algorithm overfitting tendency must be 

appropriately managed to get a well-performing trading 

strategy. As recommended in Zhang et al. (2018), much 

more rigorous evaluation protocols are needed in RL due 

to the strong inclination of typical DRL strategies to 

overfit. Far more research on this matter is necessary for 

DRL strategies to slip a broader range of real-life 

applications. Finally, the sizable variance of DRL 
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algorithms like DQN causes it to be somewhat hard to 

effectively put on these algorithms to particular issues, 

particularly once the training and test sets differ 

considerably. This is a major limitation of the TDN 

algorithm, which was previously highlighted for the 

Microsoft stock. 

 
7. Conclusion 

This particular scientific research paper presents the 

Trading Deep Q Network algorithm (TDN), a full 

machine learning (DRL) means to fix the algorithmic 

trading issue of figuring out the perfect trading place at 

any time during a trading activity available in markets. 

Carrying out a rigorous performance evaluation, this 

revolutionary trading strategy achieves results 

promising, surpassing typically the benchmark trading 

methods. Furthermore, the TDN algorithm demonstrates 

numerous advantages compared to much more classical 

methods, like an appreciable versatility and amazing 

robustness to several trading costs. Additionally, such 

data driven approach offers the main benefit of 

suppressing the complicated job of defining explicit rules 

suitable for the specific financial markets considered. 

 

Nevertheless, the functionality of the TDN algorithm 

might remain improved, from both a generalization along 

with a reproducibility point of view, to cite a couple. 

Many research directions are suggested upgrading the 

DRL solution, like the use of LSTM layers to the deep 

neural system, that should help with much better process 

of the fiscal time series information, see e.g. Stone and 

Hausknecht (2015). An additional example is the 

consideration of the many improvements implemented in 

the Rainbow algorithm, that are thorough in Barto and 

Sutton (2018), van Hasselt et al. (2015), Wang et al. 

(2015), Schaul et al. (2016), Bellemare et al. (2017), 

Fortunato et al. (2018) and Hessel et al. 

(2017). One more intriguing research path is definitely 

the comparability of the TDN algorithm with Policy 

Optimisation DRL algorithms, including the Proximal 

Policy Optimisation (PPO Schulman et al. (2017) 

algorithm. The final significant research direction 

suggested concerns the formalization of the algorithmic 

trading issue into machine learning. For starters, the 

observation room must be extended to improve the 

observability of the trading environment. Likewise, 

many constraints about the action room might be calm to 

allow new trading possibilities. Secondly, advanced RL 

reward engineering must be done to narrow the gap 

between the RL goal and also the Sharpe ratio 

maximization objective. Lastly, a promising and 

interesting research path would be the consideration of 

distributions rather than likely values in the TDN 

algorithm to cover the idea of risk and also to much better 

deal with uncertainty. 
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